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Abstract 

Marketing performance measurement is important in retail companies, it is critical for the budget planning and 
adjustment of marketing strategies and tactics over time. Compared to digital online marketing, such as social 
media advertisers where tagging techniques [1] can be applied to track the lifecycle of the consumption and the 
customer’s behaviours, traditional TV and radio advertising will be harder to evaluate at the individual level. 
Instead, common approach in this scenario is to study the relationship between ads spend and sales. This paper 
presents a casual inference methodology – “Difference in Differences”(DID) on the application of TV marketing 
measurement. Instead of building direct relationship between ads and sales, we attempt to create an experimental 
research design and study the differential effect on a 'treatment group' versus a 'control group'. In order to study 
the performance of advertising in a city, the treatment group is sales performance during and after TV advertisings 
and the control group is the statistical model that mimics the sales of the same city without ads influence. It is 
proved that the model can significantly predict the sales of city in nature by considering its past sales, the 
neighbourhood districts and weather conditions. And a case study in industrial data shows that DID methodology 
can effectively evaluate the TV advertising results on regions.  
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1. Introduction 

Marketing performance measurement is important in the retail industry, it is critical for the budget planning 
and adjustment of marketing strategies and tactics over time. Businesses have increasingly moved towards data 
driven decision making and started using incrementality measurement to help the business to make smart business 
decisions.  

Major advertising companies such as Google, Facebook, and Adobe provide tools and services to measure 
incremental effect on sales and conversions of ads. Facebook provides a service to measure conversion lift to 
help advertisers to drive incremental sales and conversions. The measure of incremental effect of ads allows 
advertisers to gain insight into the causal impact of ads on true business value. The methodology typically used 
is the randomized experiment such as an A/B test. Users to visit the website are randomly split into a treatment 
group and a control group. Ads are delivered to the treatment group only. Then we can compare the conversions 
between treatment group and control group to calculate lift. A completely randomized experiment is the ideal 
way to measure incrementality because randomization makes the assignment of treatment be independent from 
the outcome that we try to measure. However, randomized experiment could be costly or not impossible to 
implement. Then we need to rely on observational data as in our case.  

In this study, we evaluate the incremental impact of a TV marketing campaign for a retail company in the 
Midwest of the U.S. The company launched a TV advertising campaign in a city for a period of time and we 
want to know how many extra sales have been generated due to the expenditure on advertising. Traditionally, 
people use sales of the same week from previous year to measure the impact. However, this impact is not true 
incremental impact. We combine machine learning and difference-in-differences methodology in this study to 
identify the impact of ads. 

Specifically, we use difference in differences (DID) as described in [2] to estimate the ATE and identify the 
causal impact of TV advertising on sales. we compare the change of sales before and after the advertising 
campaign between treatment group and control group. To construct a control group, we estimate the 
counterfactual sales for the treatment group. We leverage machine learning methods to predict the pre-treatment 
sales of control group. Machine learning provides a data driven approach to find the best control group as our 
baseline to compare with treatment group. Then we apply DID to identify the causal impact of TV ads on sales. 
We find that the incremental impact of the TV campaign to drive about 21k sales after four weeks of the end of 
the TV campaign. 

The rest of the paper is organized as follows. Section 2 introduces the general methodology of difference in 
differences and machine learning modeling. Section 3 shows the results from our experiments. Section 4 
concludes the paper.  

 

2. Methods 

2.1. Difference in Differences (DID) 

The simplest approach to study the relationship between sales and ads is a linear regression, y = bx + e where 
y denotes per capita sales and x denotes per capita ads. However, this formula ignores confounding variables that 
are important variables missed in the modeling [2]. The examples of confounding variables in this case include 
the variances of weather conditions, customers’ preferences, seasonal trends etc. Instead, experiment is the best 
way to answer questions of causal inference [3]. In order to conduct an experiment, a treatment should be applied 
to selected subjects and the outcomes from the treatment will be compared with outcomes of untreated other 
subjects. The effect of casual inference can be derived by the formula: 
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Outcome from treated subjects – Outcome from untreated subjects                                                    (1) 
 

In the case of sales and ads, based on the formula 1, we can derive the marginal gain of ads spend of a city by 
comparing the sales outcome after advertising and the sales without advertising. However, since it is impossible 
to track into individual level for broadcasting medias, the challenge here is how to construct a control group if 
treatment applied to tested city. “Difference in Differences” provides feasible solution. Difference in differences 
[4, 5] is a classic statistical method that addresses the question of casual inference, and to study differential effect 
of a 'treatment group' versus a 'control group' by an experimental research design. DID applies treatment on the 
treatment group, and leave control group grows in nature, then two average changes of both groups are compared 
over time. The following image shows the relationship between treatment and control group: 

Fig. 1. the Difference in Differences on the sales 
 

STB = sales before ads campaign for treated groups 
STA = sales after ads campaign for treated groups  
STnonA = sales without ads campaign for treated groups  
SCB = sales before ads campaign for control groups 
SCA = sales after ads campaign for control groups  
effect of treatment on treated= (STA − STB) – (SCA − SCB) 
 
The requirement of control group is randomly selected from population as the same as treatment group. 

However, the limit of broadcasting advertising does not allow to select part of customers and block the other part 
precisely. Instead, we use the sales in neighboring cities around advertising target to mimic as control group 
through statistical modeling.  

2.2. Statistical modeling for control group 

The modeling of this study is to create a control group which mirrors the sales of treatment group before the 
treatment is applied. Therefore, the model can be used to mimic the average growth of the period during the 
treatment. The better the model matches with the previous pattern, the more confident we can use it as control 
group to compare the effect of treatment. There is no consensus on which statistical modeling approaches are the 
best in a given context. In this study, the authors decided to use two methods: random forest and stepwise lasso 
regression. Random forest is an ensemble bagging algorithm [6] where Bootstrap sampling applies to select part 
of attributes and rows of record, and then the traditional decision tree method [7] will be used to build weak 
model. An ensemble decision is made by the results from a series of subtrees, Collective decision-making 
guarantees not only the accuracy but also the stability of prediction. The model is created by using the library 
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RandomForestClassifier in sciki-learn [8], 100 subtrees were built for the purpose of ensemble. The other 
algorithm we choose is lasso regression. Lasso regression [9] is a linear regression with L1 regulation that is 
absolute value of magnitude of coefficient as a penalty item to the loss function. The key difference to ordinary 
linear regression is that lasso shrinks the weights of less important features by decrease the coefficient values of 
these attributes. This works well for feature selection and fits to this study case since the variances of the sales 
of some cities in control group are severe and better minimize the impact of these instable factors in prediction. 
The Lasso in sciki-learn[8] is the library for lasso regression in this study.   

3. Experiment results 

The data of the experiment is from a retail company, it is a study for the proof of concept and experiment 
tested on the customers from a small city. The traditional way to study the performance of the advertising is to 
compare the same week of last year or pervious weeks. However, two methods have problems. 

Fig. 2. the weekly sales of a city 

The figure 2 shows the sales of a city in the last four years. Even though no strong seasonal trend, the variance 
of weekly sales is obvious, partly is caused by the conditions of weather and promotions. It indicates the 
infeasibility to take performance of previous weeks as reference. The other problem is that a confound conclusion 
likely happens due to the carryover effect. Carryover effect [10] is the portion of marketing eff ect that occurs in 
time periods following the pulse of advertising. In the case study, we choose 2 and 4 weeks as the length of 
carryover effect, the conclusion is different by comparing with the sales of last year in the same week. 

 

 

 

 

 

Ads Carryover Effect 2 weeks 
Year After Ads comparison after Ads 

2015 $90,033.00    
2016 $85,988.00  -4,045.00 
2017 $81,631.00  -4,357.00 
2018 $98,679.00  17,048.00 
2019 $82,458.00  -16,221.00 
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Ads Carryover Effect 4 weeks 
Year After Ads comparison after Ads 

2015 $217,610.00   
2016 $206,124.00 -$11,486.00 
2017 $182,555.00 -$23,569.00 
2018 $215,450.00 $32,895.00 
2019 $234,033.00 $18,583.00 
Table 1. The comparison of sales from last year 

The above problems can be solved by DID method through the control group. The sales of close cities nearby 
target and the sales of previous year at target city are used as independent variables and the sales of target city as 
dependent variable. The sales from 2015 to 2018 is used to train the model. The test has been applied to the sales 
of 2019 before ads, which was the sales history of 8 weeks. The result is shown as following: 

  Coefficient rate  R square MAE 

Lasso Regression on training 0.76 0.68 14,521 
Random Forest on training 0.94 0.88 4,570 
Lasso Regression on testing 0.86 0.7 15,210 
Random Forest on testing 0.65 0.69 16,120 

Table 2. Control group modelling performance 
 
 

Ads Carryover Effect 4 weeks 
Year Mapping Target City Difference 
2018 $237,384 $215,450 

  2019 $234,212 $234,033 
DID -$3,172 $18,583 $21,755 

Table 3. DID value of an ads on 2019  

Table 2 shows that both lasso regression and random forest have positive effects on sales prediction. Even 
though the random forest uses more complicated structure to mimic sales, and much better performance if the 
model itself is applied to training dataset, but the performance on test dataset will be a little bit worse than lasso 
regression. The simpler model has consistent result and better solution to the problem of overfit. The table 3 
represents the application model to the target city with 4 weeks as carryover effect. The result gives more credit 
to ads effect, which meets our expectation by considering the relative decreasing sales of nearby cities. 

4. Conclusion 

In this paper, we present DID method on the application of TV marketing measurement and propose a novel 
approach to create control group by using statistical modeling. The result shows that combination of both the 
sales of neighbor cities and that of same time last year will provide strong signal on the sales prediction of target 
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city. The feasibility of sales prediction shed light on DID method where control group benefits the evaluation of 
extract gain from ads. In order to continue future research, the other factors may be included such as weather 
condition, and how to improve the accuracy of modeling as well as overfit prevention are our interests. 
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